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Abstract

This paper reviews the current state of the art in Image-Guided Procedures
(IGP), focusing on key enabling technologies, and image-guided systems. Based on
an idealized time-line view of medical procedures (pre-procedure, during the pro-
cedure, and post procedure), we identify the following key technologies associated
with the different procedure steps: (1) medical imaging and image processing; (2)
data visualization; (3) segmentation; (4) registration; (5) tracking systems; and
(6) human computer interaction. We discuss these technologies as they pertain to
IGP, and describe image guidance systems from several medical disciplines through
their use of these building blocks. From this survey we note that current image-
guided systems assume rigid or nearly rigid anatomical structures, thus limiting
their use. Finally, we present current and future directions of research aimed at
image guidance for deformable anatomical structures.

1 Introduction

Motivated by better results and lower overall costs, clinical practice is rapidly replacing
traditional open surgical procedures with minimally invasive techniques. Most notably,
this is a transition from direct visual feedback to indirect, image-based feedback.

This transition is not without its challenges. In open surgery the physician can directly
see and feel the anatomical structures. In image-guided procedures, the physician needs
to identify anatomical structures in the images (segmentation), and mentally establish
the spatial relationship between the imagery and the patient (registration). Additionally,
the procedure’s execution accuracy should be comparable or better than that achieved
by the traditional approach (navigation). These requirements create a steep learning
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curve, and increase the dependency of a favorable outcome on the physician’s ability to
mentally recreate the spatial situation and transfer a plan into action.

Image-guided systems aim at augmenting and complementing the physician’s ability to
understand the spatial structure of the anatomy by integrating medical images and other
sources of information, such as tracked instruments. These systems potentially have a
three-fold effect: (1) They can mitigate the learning curve for minimally invasive proce-
dures and reduce the variability of the outcome, narrowing the gap between exceptional
and standard practice; (2) They may enable new minimally invasive procedures, allowing
physicians to perform procedures that were previously considered too dangerous; and
(3) They transform qualitative procedure evaluations into quantitative ones, enabling a
quantitative comparison between plan and execution.

Medical procedures are inherently an integrative process. Physicians mentally integrate
their knowledge of anatomical structures with patient specific medical images to pro-
duce a plan and execute it. Image-guided systems use a similar approach, where all
information sources are integrated and used to provide guidance to the physician.

Image-guidance systems were initially accepted by two medical disciplines, neurosurgery [77,
84, 124, 231] and orthopedics [53, 184]. The main reason for this early adoption is that
both disciplines accommodate the use of a rigid anatomy assumption. In neurosurgery
the brain’s motion is constrained by the skull, although brain shift is an issue and
has been the subject of much research. In orthopedics the assumption is always valid.
Current commercial image-guided systems are all based on a rigid anatomy assump-
tion. Image-guided systems for deformable anatomical structures are still a subject of
research.

Previously published surveys on image-guided procedures include [74, 194, 246]. The
intent of this review is two-fold: (1) to provide an updated view of the field of IGP and
(2) to serve as a starting point for researchers interested in the technological components
of IGP systems. We present an overview of the key technologies of IGP systems including
references to relevant surveys in each technology area. We also describe the use of these
technologies in research and commercial systems. Our review is limited to IGP systems
that provide guidance using images and excludes image-less systems such as the Aesculap
OrthoPilot [108]. We also do not discuss robotics related technology and systems which
are described elsewhere [40, 247].

2 Overview of image-guided procedures

We describe image-guided procedures using a time-line based view. The three phases
of a procedure are: pre-operative planning, intra-operative plan execution, and post-
operative assessment. This is an idealized view, but it is useful in that it encompasses
all the steps of an image-guided procedure. Each phase will now be described.

• pre-operative planning: In this phase the goal is to create a surgical plan based
on pre-operative images and additional information such as implant geometry or
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functional information. Multiple imaging modalities may be used concurrently,
such as CT and MRI for optimal bone and soft tissue visualization, or CT and
PET to correlate functional and anatomical data. Plans are formulated in a single
coordinate system to which all data is mapped. These plans are patient and
procedure specific and have variable complexity [208]. The complexity can range
from simple plans such as specifying a target and trajectory for a biopsy [7], to
moderately complex plans such as choosing and positioning implants [259, 111], to
complex plans incorporating physically based simulations of joint movements [34]
and interactions between soft tissue and bone structures [31, 272].

The key technologies involved in pre-operative planning are: (1) medical imaging
and image processing, including correction of geometric and intensity distortions
in the images; (2) data visualization, including the display and manipulation of
image and data (e.g. implants); (3) segmentation, the classification of image data
into anatomically meaningful structures; and (4) registration, the alignment of
data into a single coordinate system so that corresponding points in all data sets
overlap.

• intra-operative plan execution: Once the patient is in the operating room
(OR), the coordinate system in which the plan was specified must be aligned to
a coordinate system in the OR. The image-guided system now provides visual
assistance to the physician, by tracking tools and anatomical structures and dis-
playing their spatial relationships, using a variety of interfaces and displays. Addi-
tional information, such as intra-operative images, may be acquired to update the
anatomical picture. If necessary, the procedure plan is then modified. During the
procedure the guidance system can record the spatial relationships between the
tools and the anatomy. This data can later be used for quantitative assessment of
the intervention and for training purposes.

The key technologies involved in intra-operative plan execution and update include
all the technologies involved in pre-operative planning, in addition to: (1) tracking
systems for localizing the spatial position and orientation of anatomy and tools;
and (2) Human Computer Interaction (HCI), incorporating methods and devices
for interacting with the guidance system and ways of conveying the information
to the physician.

• post-operative assessment: Post-operative images are acquired and the results
of the procedure are quantitatively compared to the pre-operative plan.

The key technologies involved in post-operative assessment are the same as those
involved in the pre-operative planning step.

3 Key technologies

From the discussion above we have identified the following key technologies involved in
image-guided procedures:
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1. Medical imaging, and image processing1.

2. Data visualization.

3. Segmentation.

4. Registration.

5. Tracking systems.

6. Human Computer Interaction (HCI).

In the following subsections we will review each of these technologies, and their current
state of the art.

3.1 Medical imaging and image processing

The main source of information for image-guided procedures are the medical images
themselves. The first medical procedure to use images was performed in 1896, and
utilized X-ray images. It is not clear who performed the first procedure, as evident
from [74, 194]. What is clear is that the medical community had adopted this new
technology within several months of its introduction. Medical imaging has come a long
way since those first X-ray projection images, developed on glass plates, to today’s digital
tomographic images. Perhaps most indicative of the importance of medical images was
the establishment of radiology departments in many hospitals early in the 1900’s, shortly
after the introduction of X-ray imaging.

Table 1 lists the common medical imaging modalities in terms of their availability for
intra-operative use, their accessability, and data dimensionality. From this table it can
be seen that for most procedures, physicians are still highly dependent on their ability to
mentally reconstruct a three-dimensional scene based on two-dimensional intra-operative
images.

We will now briefly describe each of these modalities2.

Tomographic Images

All tomographic (3D) images consist of a set of two-dimensional cross sectional images
which can be stacked together, to create a three-dimensional volume3. As the data
is typically acquired using a slice based scheme the imaged object must be stationary
throughout the acquisition process, or if the motion is systematic (e.g. respiratory or
cardiac motion) gating can be employed. Ignoring the motion will result in distorted
volumetric data as shown in Figure 1.

1This is low level image processing and not image analysis, which encompasses registra-
tion,segmentation, and functional analysis of anatomical structures [56].

2For a comprehensive review of current and prospective future imaging technologies the interested
reader is referred to [278].

3An exception is 3D US utilizing 2D sensor arrays, which directly acquires 3D data.
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Modality Intra-operative Accessability Data
Availability Dimensionality

Computed Tomography (CT) available (not widespread) high 3D
Magnetic Resonance Imaging (MRI) available (not widespread) high 3D
X-ray available high 2D projection
functional Magnetic Resonance
Imaging (fMRI) not available moderate 3D
Positron Emission Tomography (PET) not available moderate 3D
Single Photon Emission
Computed Tomography (SPECT) not available moderate 3D
X-ray Fluoroscopy available high 2D projection
C-arm CT available low 3D
Ultrasound (US) available high 2D
optical imaging available high 2D projection

Table 1: Classification of imaging devices according to their availability for intra-
operative use, their accessability to physicians around the world, the dimensionality
of the data they acquire and the type of information conveyed by the images.

The tomographic modality best suited for imaging bony structures is computed tomog-
raphy (CT). This modality is considered to be geometrically accurate [138], but exhibits
intensity artifacts when metallic objects are present in the field of view. These artifacts
are the result of reconstruction using corrupted projection data, which is caused by the
X-rays being greatly attenuated by the metal. There are a number of approaches to
metal artifact reduction, including use of higher energy X-ray beams [210], and interpo-
lating the missing projection data [114, 150, 213].

Intra-operative CT is available, but it is not in widespread use. A real-time version
of this modality is CT-fluoroscopy, although most machines only provide the physician
with a single image slice view that can be updated several times a second. The need for
inexpensive intra-operative fully 3D data has led to the recent introduction of C-arm
CT imaging [81, 276]. This modality utilizes iso-centric motorized C-arms to acquire a
small field of view tomographic data set. Though the quality of the tomographic data
is still lower than standard CT it is expected to improve with advances in C-arm image
intensifier technology.

The main drawback of CT, CT-fluoroscopy and C-arm CT is their use of ionizing radia-
tion [49, 115, 202]. Previously, it was hypothesized that there may be a threshold below
which exposure to ionizing radiation does not increase the risk for cancer. A recent
report from the US national academies suggests that this hypothesis is not valid and
that risk of cancer proceeds in a linear manner with no lower threshold [1].

The tomographic modality best suited for imaging soft tissue is magnetic resonance
imaging (MRI). MR images exhibit both geometric and intensity distortions. Geo-
metric distortions are mainly caused by inhomogeneity of the main magnetic field and
non-linearity of the magnetic field gradients [138, 237]. New MRI scanners incorporate
geometric distortion schemes, so the end result may be sufficiently accurate for specific
applications [12]. A recent evaluation of geometric distortions in clinical MRI systems
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(a) (b)

Figure 1: CT data of breathing animal acquired with a single slice machine, (a) motion
artifacts are not visible on a single slice (b) reformatted sagittal view of the volumetric
data exhibits motion artifacts (skin surface should be smooth).

reports errors on the scale of several millimeters even when the machine’s geometric
distortion correction is applied [263]. For applications requiring better geometric accu-
racy, phantom based distortion correction schemes can be applied [54, 264], improving
upon the machine dependent results. Intensity variations in homogenous tissue regions,
can arise from gradient driven eddy currents, inhomogeneity of the main magnetic field
and patient anatomy. Methods for correcting these distortions include among others,
expectation maximization based bias field estimation [9, 269], parametric model estima-
tion of tissue distribution and bias field [235], and more recently an iterative scale based
approach [149].

Intra-operative MRI is available, although it is not in widespread use, mostly due to the
requirement for specialized interventional suites. Additionally the quality of the images
acquired by these systems is typically lower than that of standard MRI as they utilize
low field magnets. These machines include the ”double-doughnut” design [21], where
the physician stands between the two magnets, and the open magnet design [233], where
the physician has direct access to the patient from all sides, with limited access from
above. Two recently introduced interventional MRI systems address the shortcomings
of these older systems. The PoleStar (Medtronic Inc.) is a low field compact system that
does not require a specialized suite of its own [88]. The systems’ magnets are placed
under the surgical table, and are raised into position only when images are required
(Figure 2(a)). The Magnetom Espree (Siemens AG) is a high field ”open bore” system.
While its design is similar to conventional MRI systems, the machine’s bore is much
larger (70cm inner diameter) and the magnet is much shorter (120cm) enabling patient
access(Figure 2(b)). For a comprehensive review of the current state of the art and
future perspectives on interventional MRI the interested reader is referred to [110].

The tomographic modalities available for functional imaging are fMRI, PET, and SPECT.

6



MRI Magnets

(a) (b)

Figure 2: Interventional MRI machines, (a) PoleStar system (courtesy D. Simon,
Medtronic Inc.) and (b) the Magnetom Espree ”open bore” system from Siemens AG
(courtesy C. Lorenz, Siemens Corporate Research Inc.).

Although these are tomographic images the correlation between the functional data and
the underlying anatomical structures is hard to discern. This is usually facilitated by
aligning an anatomical data set to the functional one. Recently, combination PET/CT
machines have been introduced, so that both modalities are available in the same co-
ordinate system. Respiratory motion, however, is an issue since a PET image takes a
long time to obtain (> 1min) so that resulting images represent an average over the
breathing cycle [239].

Ultrasound is a highly flexible real-time modality for soft tissue and blood flow imaging.
Ultrasound is not suitable for imaging the internal structure of bones or bodies of gas,
such as the lung. The imaging hardware is very compact (Figure 3) and relatively
inexpensive. Images are created by transmitting high frequency sound into the body and
analyzing the echoes returned from the internal structures. Unlike other tomographic
modalities data is acquired at arbitrary orientations, using free-hand scanning, and not
as a stack of parallel slices. Ultrasound images are hard to interpret both due to their
quality and the way they are acquired. Images usually exhibit variable contrast, image
speckle, and shadowing artifacts. In addition, the data is acquired as a set of uncorrelated
2D images at arbitrary orientations, requiring the physician to mentally reconstruct the
underlying anatomical structures, a task which is operator dependent.

Recently, 3D ultrasound has been gaining popularity as a means of mitigating the subjec-
tive interpretation associated with 2D free-hand scanning. Two approaches to creating
3D US data exist [63]: (1) using standard probes, 1D detector transducers, acquiring a
set of 2D images coupled with their positional information, and (2) using 2D detector
transducers, directly acquiring a 3D volume. The majority of systems use the former
approach [76]. Acquiring a set of 2D ultrasound images with known positions is possible
either by using mechanical positioning of the transducer, or free-hand, by incorporat-
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Figure 3: The Terason compact ultrasound system from Teratech Corporation (MA.
USA). Image shows all hardware components. System connects via IEEE-1394 (Firewire)
to a laptop.

ing a tracking device mounted on the transducer. Finally, unlike all other tomographic
imaging systems the US probe is in physical contact with the patient. This should be
taken into account, as the scanning process may produce pressure-induced artifacts in
the 2D images which in turn propagate into the 3D volume.

Projection images

X-ray fluoroscopy was introduced into medical use shortly after the discovery of X-rays.
This modality is widely used in orthopedics and interventional radiology. Images are
obtained using an image intensifier which is mounted on one side of a C shaped frame
(C-arm) with the radiation source on the other side. This is a real-time modality with
images being displayed on a screen, allowing the physicians to monitor the position of
tools and anatomy. The images are characterized by a small field of view and exhibit
geometric and intensity distortions [24, 58, 284], although newer machines exhibit these
phenomenon to a lesser extent. Methods for correcting the geometric distortion either
apply global correction schemes [58] or tessellations of the field of view followed by local
corrections [284]. The main drawback of this modality is that it exposes the physicians
to cumulative radiation [199, 228, 249].

Optical images are available from endoscopes and operating microscopes. Images may
exhibit geometric and intensity distortions. The geometric distortion, in the case of
endoscopes, is a radial (barrel) distortion, and is caused by the use of wide angle lenses.
These type of lenses are used because they provide a large field of view, in an environment
where camera motion is constrained (i.e. inside the body). Methods for correction of the
geometric distortions are similar to those employed in X-ray fluoroscopy [4, 57, 95, 223].
Intensity distortions are due to specular reflections that are pose and lighting dependent.
In many cases these distortions can be ignored, as changing the camera location will
change the location of the specular highlights. Algorithms for detection and correction
of specular highlights in a single image include color based methods [128], polarization
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based methods [279], and hybrid color and polarization [179]. Use of multiple images
from the same viewpoint under different lighting conditions is also possible [64], with
the recently introduced concept of multi-flash imaging [201, 245].

3.2 Data visualization

Once images are acquired they can be viewed in conjunction with additional information
(e.g. models of tools). Projection images are displayed as is, with additional information
such as tool locations or underlying anatomical structures superimposed onto the image.
Tomographic images are visualized in one of three ways: surface rendering, volume re-
slicing, and direct volume rendering (DVR). Surface rendering and methods for DVR
that incorporate segmentation are the only approaches that explicitly visualize individual
anatomical structures. Volume re-slicing and most DVR methods defer the task of
identifying anatomical structures to the user. As visualization is done in 2D, displaying
images on a screen, more than one view is required to facilitate the understanding of
the underlying 3D anatomical structures. Usually, two or three orthogonal views are
sufficient.

The goal of data visualization in image guided procedures is to concisely convey the
relevant information for the successful completion of the intervention. Traditionally,
physicians are taught to mentally reconstruct anatomical structures based on axial,
sagittal and coronal slices. As volume re-slicing creates these familiar views, physicians
tend to prefer this type of visualization over surface rendering or DVR. We expect this
preference to change with the growing use of three-dimensional visualization as part of
the medical training curricula.

Next, we briefly describe each of the visualization techniques.

Surface rendering

Surface rendering is an indirect method of visualizing the anatomical structures from a
tomographic data set. It is the most popular rendering method in computer graphics,
with images usually generated at interactive rates on dedicated hardware. Surfaces are
most commonly represented by polygonal meshes, although other representations are
possible (e.g. NURBS). The rendered images are either perspective or orthographic
projections of the surfaces [70]. A prerequisite of this approach is the segmentation of
meaningful surfaces from the volumetric data, with rendering accuracy dependent on
segmentation accuracy. The resulting mesh sizes are sometimes too large for interactive
rendering. To overcome this problem, surface simplification algorithms are applied [145],
and the resulting simplified mesh is used for display. This visualization method best
facilitates the display of specific anatomical structures and interaction with them, as its
inputs are anatomically meaningful structures obtained by segmentation.

Volume re-slicing

Volume re-slicing is the simplest visualization method. An image is created by posi-
tioning a uniform rectilinear planar grid that intersects the original volume. Intensity
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values are estimated at the grid points using interpolation [163]. This yields a 2D slice
through the volume which is not necessarily parallel to the original acquisition plane.
Image quality depends on the combination of grid spacing and interpolation method.
In most cases, the rendered images are the standard axial sagittal and coronal views of
the anatomy. Arbitrary planes are seldom used, as physicians find it hard to infer the
underlying anatomical structures from views that they are unfamiliar with. Visualiz-
ing the rendered images in conjunction with additional 3D information such as surface
models is done by texture mapping the image onto a rectangular polygon [70] positioned
at the location of the sampling grid. As current standard monitors are only capable of
displaying 256 shades of gray and pixel values can exhibit a larger range, a value ,v, is
usually mapped to the interval [0, 255] via the window ,w, and level ,l, mapping:

f(v) =





0 l − 0.5w > v[
255v−l+0.5w

w

]
l − 0.5w ≤ v ≤ l + 0.5w

255 l + 0.5w < v

Finally, it should be noted that this visualization method does not enable display of spe-
cific anatomical structures and interaction with them, as the volumetric data is treated
as a single object.

Direct volume rendering

Direct volume rendering (DVR) methods are a set of techniques that generate images
without requiring explicit segmentation of structures from the volumetric data. The
rendered images are either perspective or orthographic projections. In most cases, in-
teraction and rendering of individual anatomical structures (e.g. a specific vertebral
body from a volume containing the spine) is not possible, with the exception of hybrid
methods that explicitly incorporate segmentation.

Although no explicit segmentation is required, all the techniques require the definition of
a transfer function, a mapping from volume data to color and opacity values. This func-
tion can be viewed as a fuzzy segmentation, although in general it does not segment the
data into anatomically meaningful structures. The transfer function’s input can be the
volume intensity values, the volume gradients, an iso-value, or an explicit segmentation.
Choosing a transfer function is the most important component of DVR, as it defines
what is displayed. How to choose an appropriate transfer function for a given data set
is still a research subject with options ranging from manual to fully automatic [195].

DVR methods are classified into two main categories [119] : image order and object
order. Image order methods traverse the pixels and determine which voxels contribute
to the pixel value. Object order methods traverse the voxel data and map it to the
image. Hybrid approaches also exist, with the most popular one being the shear-warp
algorithm [131].

Image order methods, also known as ray casting, generate images by sending a ray
through each pixel into the scene and sampling the volume data along the ray. Color
and opacity values at the sample points are computed via interpolation from neighboring
grid points, and merged to give the pixel color. The resulting image depends on the
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combination of sampling method, interpolation method, and merging method. Sampling
methods include uniform sampling [141], adaptive sampling [46], and discrete voxel
traversing [282]. Interpolation methods have been studied extensively [136, 153, 163],
with methods ranging from nearest neighbor and linear interpolation through B-spline to
methods that ensure error bounds [148]. Merging methods include selection of maximum
value, summing all values, or alpha composting among others. Specific combination
choices for sampling, interpolation, and merging arise from different requirements on
spatial accuracy, rendering speed, and ability to highlight specific anatomical structures.

Object order methods traverse the voxel data and map it to the image. The two most
popular methods from this category are splatting and hardware based texture map-
ping [164, 221]. Splatting [273] generates images by using a kernel function reconstruc-
tion of the volume that is projected onto the image plane. The original volumetric
signal is reconstructed using overlapping kernel functions, usually finite extent Gaussian
kernels, centered on the grid points with amplitude scaling according to the intensity
value. Each kernel function is projected onto the image plane by integrating it along the
viewing direction to give a 2D footprint. Efficient projection of the kernel functions can
be achieved using a pre-computed footprint, with the quality of the image depending on
the type of reconstruction kernel, its extent, and the resolution of the footprint table.
Hardware based texture mapping [27] is performed by loading the volume into texture
memory, rasterizing polygonal slices parallel to the viewing direction and merging them.
The rasterization process is equivalent to the software based volume re-slicing approach
described above. The choices of merging methods are equivalent to those used for ray
tracing.

Traditionally, the two main drawbacks to DVR have been slow rendering speeds and the
inability to interact with distinct anatomical structures. These drawbacks are overcome
by methods that combine the results of segmentation with the rendering process [25, 83].
Segmentation is used as a filter, defining sub-volumes of interest. Dilation and erosion
operators can be applied, expanding or contracting the volume of interest, either to in-
clude surrounding structures of interest or to overcome segmentation errors. Interaction
with the individual anatomical structures is possible via the underlying segmentation.

3.3 Segmentation

In the context of IGP, we define segmentation as a partitioning of the image domain into
non-overlapping connected regions that correspond to distinct anatomical structures.
While segmentation of medical images has been studied extensively [6, 196], no automatic
technique has been found to be applicable across imaging modalities and anatomical
structures [56]. Therefore, the task of segmentation can be considered complete only
when the physician judges the results to be satisfactory.

Given this practice we divide segmentation algorithms into two categories: (1) algorithms
where the user can explicitly specify the desired segmentation; and (2) algorithms where
the specification is implicit.
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The first category views segmentation as an interactive process where the user is pro-
vided with real-time feedback and directly modifies the segmentation until satisfactory
results are obtained. Very few interactive segmentation algorithms have been developed,
as many researchers equate interaction with labor intensiveness. In practice all segmen-
tation algorithms involve some form of interaction [185], even autonomous algorithms
usually require parameter setting or manual post processing to obtain correct results.
We identify two types of algorithms in this category, manual segmentation and user
steered segmentation.

Purely manual editing is too labor intensive for use in a clinical setting, and with the con-
tinued growth in size and resolution of data sets it will soon become impractical even for
research purposes. Although impractical on a large scale it is still a valid post processing
approach, where it is used to modify results obtained by more autonomous segmentation
methods. Two recent examples of this approach are [117] and [107]. In [117] the user
edits the segmentation results by selecting a volume of interest and then either applying
mathematical morphology operators, local thresholding, or directly manipulating the
surface to achieve the desired segmentation. In [107] a rational Gaussian surface is fit
to the segmented object and the user directly manipulates the surface representation to
correct segmentation errors.

Algorithm steering is based on real-time interaction between the user and algorithm,
where the user views the segmentation results and explicitly steers the algorithm to a
desired segmentation. In the extreme this framework degenerates to manual segmenta-
tion, with the user forcing a specific result. Examples of this approach are the livewire
family of algorithms for 2D [60, 173] and 3D [59, 219] segmentation. These algorithms
produce a piecewise optimal boundary representation of the object, by viewing the im-
age as a weighted graph and finding the shortest path between consecutive user specified
boundary points. A more recent example of this approach based on the concept of ran-
dom walks is described in [80]. Again, the image or volume are viewed as a weighted
graph. The user marks a small number of pixels per object and background. An unclas-
sified pixel is then labelled according to the probability that a random walk starting at
its location first reaches one of the user labelled pixels.

The vast majority of segmentation algorithms fall into the second category, methods
where the user cannot explicitly specify a desired result. These include, among others,
thresholding, edge based methods, region based methods, markov random fields, level
set methods, atlas based methods, and deformable models with or without learning.
Several general surveys on medical image segmentation have been published [6, 196], with
specialized surveys on deformable models [161, 169, 242], vessel extraction [126, 240, 241],
and brain segmentation [243, 244] also available.

Automated segmentation of medical images is a hard task. Images are often noisy and
usually contain more than a single anatomical structure with small distances between
organ boundaries. In addition the organ boundaries may be diffuse. To deal with these
challenges, many algorithms incorporate domain specific prior knowledge. In its most
limited form this leads to an educated weighting of the different terms of a generic
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optimization functional such as in the original active contours approach [118]. Another
approach is to tailor the optimization functional to specific types of structures. Recent
examples of this approach include segmentation of small blood vessels [283], and sheet
like osseous structures [52].

A more constrained framework to segmentation, which incorporates anatomic specific
knowledge, replaces the task of segmentation with registration of pre-segmented models.
These models are either patient specific, atlas based, or statistical models of appear-
ance. A nice intrinsic characteristic of this approach is that results are guaranteed to be
topologically correct, assuming the model is not allowed to change its topology during
optimization.

In its most basic approach the model is patient specific. That is, given an instance of
the anatomical structure in one modality the goal is to segment it in another modality.
Once the model is registered it defines the segmentation. In this approach registration
simply transfers a known segmentation to another data set. An example of this approach
is [92], where a CT based vertebral model is registered to an X-ray image. The tasks of
segmentation and registration are coupled via an iterative scheme. Segmentation results
are ranked according to the current registration estimate and an incremental registration
update is computed based on the segmentation.

Extending this approach, the patient specific model is replaced with an atlas. The atlas
is registered to a new patient specific data set, producing a segmentation. As the model
is generic, registering it to patient specific data requires the use of curved (deformable)
transformations. While the combination of an atlas and curved transformations enables
segmentation of structures that differ significantly from their atlas based representation,
it can also lead to erroneous results if the transformation parameters are unconstrained.
This approach has mainly been applied to segmentation of brain structures using differ-
ent variants of deformable registration [37, 48, 258].

Statistical models of appearance are anatomy and modality specific models that encode
variations in shape and intensities as captured by a set of segmented training images. The
most popular model representation is based on point distributions. These are commonly
known as active shape models (ASM) [42] and active appearance models (AAM) [43],
with ASM encoding the objects boundary, and AAM encoding the boundary and in-
tensities inside the object. ASM based segmentation has been applied to a variety of
anatomical structures and modalities including: vertebra in X-ray images using 3D mod-
els [14], prostate in MR using 2D models [44], heart in MR using 3D models [143], and
femur in X-ray images using 2D models [13]. Similarly, AAM based segmentation ex-
amples include: heart in MR using 2D models [232], heart and lungs in X-ray images
using 2D models [257], and heart in US and MR using 3D models [168].

Models are constructed using a set of training images with corresponding landmark
points marked on each of the images. Shape and intensity parameter spaces are described
by the modes of variation obtained by principle component analysis of the training
data. The main challenge with this approach is the need for automatic specification
of landmarks on all training images. A method that provides an optimal solution to
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this challenge is described in [47], where the optimal model is defined as the one that
minimizes the description length of the training set.

The task of segmentation is then cast as an optimization of an appropriate similarity
measure where the optimized parameters include object pose, shape, and possibly inten-
sity. When only pose and shape are optimized the approach is equivalent to registration
with constrained deformation. In general, both shape and intensity variations are con-
strained to the sub-space defined by the modes of variation computed from the training
set. This is both beneficial and detrimental. It is beneficial, as the training set enforces
reasonable constraints on possible object appearance. It is detrimental when the con-
straints are too limiting. This occurs when the training set does not span the space
of all possible variations. One solution to this problem is to incorporate the statistical
model based approach into a general deformable model, striking a balance between the
constraints imposed by the training set and generic physics based deformations [120].

3.4 Registration

Registration is defined as the alignment of multiple data sets into a single coordinate
system such that the spatial locations of corresponding points coincide. Registration
has been studied extensively both for medical and non medical applications [79, 91, 97,
134, 151, 288] and is still a very active area of research. To evaluate the suitability
of a registration for image-guided procedures we consider three factors: (1) accuracy,
as measured by the target registration error (TRE) [69], which indicates how far the
predicted position of the anatomical target is from its actual position (2) speed, or how
long does it take the algorithm to produce the solution and (3) robustness, or how well
does the algorithm deal with noise and outliers. The requirements for accuracy and
robustness are equivalent in all stages of the procedure, with TRE’s on the order of
several millimeters deemed sufficient for most medical procedures. Requirements on the
speed of an algorithm are stringent in the intra-operative stage, with a solution required
within several seconds to a couple of minutes. This time constraint can usually be
relaxed for the other procedure stages.

Registration methods can be categorized according to many criteria [151], which fall into
two general classes: input related, and algorithm related. Input related criteria are:

• Information involved: combinations of image modalities, models and data obtained
by tracking devices.

• Data dimensionality: combinations of 2D and 3D (e.g. 3D/3D CT to MR, 2D/3D
X-ray to CT).

• Data source: either from the same patient, different patients, or an atlas.

• Anatomy: which anatomical structures are registered, osseous or soft tissue (e.g.
femur, liver).
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Algorithm related criteria are:

• Transformation type and domain: the transformation type can be rigid, affine,
projective, or curved, and the domain can be local or global.

• Feature types: combinations of feature types (e.g. points to surface registration).
Features are either extrinsic (typically using specially designed fiducials) or intrin-
sic (anatomy based). They can be geometric entities (i.e. points, curves, surfaces),
image intensities, or image gradients.

• Optimization method: analytic or iterative.

• User interaction: the amount of user interaction required for registration, usu-
ally divided into three categories: interactive (manual optimization of similarity
measure), semi-automatic (user initialization of optimization), and automatic.

As most image guidance systems only incorporate rigid registration we limit our review
to this category of algorithms. Deformable registration methods for image-guided pro-
cedures are still a subject of research and will only be described briefly, in the context
of brain shift compensation4.

The most popular and mature registration methods used in image-guided surgery are
those that fall into the categories of 3D/3D, point/geometric entity, rigid registration.
These methods are based on paired point registration where the pairing is either known
or computed.

Analytic, least squares, algorithms using known point pairs for rigid registration have
been in use for over two decades, with the most popular ones representing rotations
either as matrices [3, 103, 224, 254] or unit quaternions [61, 102]. Error analysis and
prediction for these methods is well understood [69, 68], making them especially suitable
for medical procedures, where knowledge of expected errors is of utmost importance.

Most image-guided systems incorporate fiducial based registration using these algo-
rithms. Pre-operatively and post-operatively registration is used to align complementing
image data sets (e.g. CT/MR). Intra-operatively registration is used to align the pre-
operative image coordinate system with the intra-operative coordinate system. Two
types of fiducials are available: implantable and skin adhesive (Figure 4). Implantable
fiducials require an additional surgical procedure and facilitate accurate registration that
can also be used as a gold standard for validation of other registration methods [270].
Skin adhesive fiducials do not require additional surgery, but yield less reliable registra-
tion results as they may move due to skin motion between data acquisitions. A fiducial-
less approach is also possible, by identifying corresponding anatomical landmarks in the
two modalities. This approach is the least accurate, because the number of landmarks
appearing in both modalities is usually small, and their localization is error prone.

Algorithms that do not require prior knowledge about the point correspondences were
independently introduced in [287], [35], and [15], with the later work coining the name

4For a review of deformable registration algorithms the interested reader is referred to [139].
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a b c d

Figure 4: Registration fiducials: (a) CT/MR compatible adhesive skin marker from IZI
Medical Products Corp., Baltimore MD, USA; (b) CT compatible adhesive skin marker
from Beekley Corp., Bristol CT, USA; (c,d) Acustar II CT/MR compatible implantable
markers with interchangeable caps from Z-kat, Hollywood Fla, USA, manufactured by
Stryker, Kalamazoo MI, USA (c) with imaging cap and (d) with conical cap for pointer
based digitization (implantable markers courtesy of J. M. Fitzpatrick).

iterative closest point (ICP). These works describe an iterative procedure where point
correspondences are established and an analytic least squares method is used to compute
incremental transformations whose composition is the desired transformation. In [15]
and [287] point correspondences are established based on the minimal Euclidean distance
(closest point) although, as noted in [215], the framework they introduced can use other
pairing approaches. Table 2 summarizes the general framework.

In practice, the original framework suffers from several deficiencies: (1) point pairing is
a speed-wise expensive operation; (2) convergence is local, requiring an initial transfor-
mation near the correct one; and (3) the framework is highly sensitive to outliers and
non-Gaussian noise because the incremental transformations are computed using a least
squares approach. A large body of papers addressing these issues exists. Methods for ac-
celerating the running time include, use of a kd-tree spatial data structure [15, 82, 225],
closest point caching [225], extrapolation of the transformation parameters [15, 225],
approximate nearest neighbor searches [82], parallelized nearest neighbor searches [132],
hierarchical coarse to fine approaches [287, 112], and combinations of these methods.
Methods of initialization include manual alignment and use of known paired points with
relaxed requirements with regard to localization accuracy. Robust versions of the ICP
algorithm include, use of simulated annealing [78, 144, 192], M-estimators [116, 147],
least median of squares [156, 252], least trimmed squares [36], and weighted least
squares [157, 253, 287].

Applying these algorithms using points acquired from anatomical structures is a common
approach in image-guided surgery. For pre-operative and post-operative 3D/3D regis-
tration the points are usually obtained as a result of segmentation. For intra-operative
registration the points are usually acquired by touching the anatomical structures us-
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0. Initialization:

(a) Set cumulative transformation, and apply to points.

(b) Pair corresponding points and compute similarity (e.g. root mean square
distance).

1. Iterate:

(a) Compute incremental transformation using the current correspondences
(e.g. analytic least squares solution).

(b) Update cumulative transformation, and apply to points.

(c) Pair corresponding points and compute similarity.

(d) If improvement in similarity is less than threshold τ or number of iterations
has reached threshold n terminate.

Table 2: Iterative Corresponding Point (ICP) framework

ing a tracked probe. This method has two main drawbacks: it is invasive and point
acquisition is limited to the exposed parts of the anatomy. A less popular, non invasive
method, for point acquisition is based on segmentation of intra-operative US images [96].
The reasons for its limited popularity are that it requires additional hardware, an US
machine, and accurate localization of points corresponding to the anatomical structures
in the US images is a hard task.

An alternative non-invasive approach to intra-operative point based rigid registration
is the use of projection images and 2D/3D registration. This approach replaces the
intra-operative acquisition of surface points with the acquisition of one or more X-ray
projection images. Several categories of 2D/3D algorithms exist: geometric feature-
based [16, 87, 92, 127, 135], intensity-based [98, 122, 129, 133, 137, 177, 193, 216, 289],
and hybrid approaches [142, 250]. All these algorithms are iterative and require initial-
ization. The initial transformation can be obtained in several ways: 1) from the clinical
setup, according to the patient’s position on the operating table (e.g. supine), and the
intra-operative imaging views (e.g. AP); 2) using skin adhesive fiducials and paired point
registration; and 3) using anatomical landmarks that are identified on several images,
estimating their location via triangulation and performing point based registration.

The geometric feature-based approach consists of four steps: 1) feature extraction, choos-
ing the features of interest in each data set; 2) feature pairing, establishing correspon-
dences between the features of each data set; 3) dissimilarity formulation and outliers
removal, quantifying the dissimilarity between paired features, using metrics such as
sum of pairwise distances; and 4) dissimilarity reduction, finding the transformation
that optimally minimizes the dissimilarity. Steps 2)-4) are repeated until convergence.
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The intensity-based approach consists of three steps : 1) image formation, creating a sim-
ulated projection image based on the 3D data, also known as a Digitally Reconstructed
Radiograph (DRR) ; 2) dissimilarity formulation, quantifying the dissimilarity between
the simulated and actual projection image using a metric such as normalized mutual
information; and 3) dissimilarity reduction, finding the transformation that optimally
minimizes the dissimilarity. Steps 1)–3) are repeated until convergence.

Geometric feature-based algorithms are usually faster than intensity-based algorithms,
but their accuracy and robustness are usually worse [162]. These differences can be
attributed to the amount of original data used by each approach. Feature-based methods
use less of the original data. This leads to lower computational complexity, but at the
same time their accuracy and robustness are limited by the accuracy and reliability of
the feature extraction and established correspondences. Intensity-based methods on the
other hand use all the data. This leads to higher computational complexity, mainly due
to the process of DRR generation, but this makes intensity-based methods potentially
more accurate and robust.

Many researchers have addressed the disadvantages of each approach while attempting
to maintain the advantages. In the feature-based approach emphasis has been placed
on obtaining better segmentation and correspondence results. This can be achieved by
combining the registration and segmentation into an iterative framework. The current
estimated registration is used to drive the segmentation and correspondence creation,
which in turn are used to compute the new registration estimate [8, 92]. In the intensity-
based approach emphasis has been placed on speeding up the DRR generation process.
The popular approaches for speed improvement are: (1) partial image generation, either
regions of interest [129, 177], or random sampling [289]; (2) light field rendering, pre-
computation of the line integrals of a large set of rays and approximation of the DRR
generation using the light field data structure5 [133, 129, 216]; (3) accelerated rendering
using the graphics processor [133, 122, 217]; and (4) multi-resolution approaches [129,
193]. Combinations of these acceleration methods have also been used.

Finally, there exist hybrid registration approaches which are not directly based on in-
tensity or geometric features [142, 250]. These approaches use a small set of rays for
computation, but avoid explicit segmentation by using the relationship between the 3D
and 2D image gradients. They are therefore faster than intensity-based methods, and
are potentially as accurate and robust. A recent comparison study [256] between the hy-
brid algorithm presented in [250] and the intensity method presented in [193] concluded
that their accuracy is comparable, with the hybrid method being an order of magnitude
faster.

Image-guided systems incorporating non-rigid registration have mostly been developed
for neurosurgical procedures. These systems provide feedback using high quality pre-
operatively acquired MRI scans. During open cranial surgery the brain may shift (de-
form) by more than 10mm [93, 209]. Once brain shift occurs accurate navigation using

5This data structure appears in the literature under several different names: light field, lumigraph,
transgraph, or attenuation field.
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the pre-operative volumetric data is only possible if it is updated so that it is consis-
tent with the intra-operative situation. Non-rigid registration between the pre-operative
volume and intra-operatively acquired data enables this update.

Two sources of intra-operative data for monitoring brain shift exist: brain surface re-
constructions and tomographic data. Surfaces are estimated by either using laser range
scanning [5, 167, 226], or stereo based reconstruction methods [189, 229, 238]. Tomo-
graphic data is acquired using tracked US [41, 140, 146], or interventional MRI [39, 266].
While interventional MRI can potentially provide sufficient guidance on its own, use of
pre-operative MRI is preferred as it provides higher quality images (higher resolution
and SNR).

Systems that perform surface reconstruction are inexpensive and utilize widely available
hardware. They operate under the premise that knowledge of surface deformation is suf-
ficient for correct deformation estimation throughout the volume, a feasible assumption
if the surface data is used in conjunction with bio-mechanical models of deformation,
such as in [89, 190].

Systems that use tomographic data for intra-operative monitoring are inexpensive and
widely available, in the case of ultrasound, and expensive and not in wide spread use,
in the case of interventional MRI. While ultrasound is low cost and widely available it
suffers from two deficiencies:(1) image quality is relatively poor; and (2) imaging requires
tissue contact. This later requirement limits its use to cases where the craniotomy is
large enough for the placement of the US probe and the scanning process may induce
additional pressure related deformations. Non-rigid registration methods based on to-
mographic data employ either bio-mechanical models [146, 265] or generic physically
motivated non-rigid registration algorithms [41].

3.5 Tracking systems

Tracking systems are used to determine the position and orientation of tools and anatom-
ical structures in image-guided procedures. Tracking technologies used in medical ap-
plications include encoded mechanical arms, optical ego-motion (self-motion) tracking,
fiber optic based devices (ShapeTapeTM), optical tracking, electromagnetic tracking, and
ultrasonic based tracking. Reviews of some of these technologies and their characteris-
tics can be found in [74, 194, 204]. For a comprehensive review of tracking technologies,
not specific to medical applications, we refer the reader to [268].

Tracking devices can be divided into two classes, devices that can only track a single
object at a time, and those that can track multiple objects concurrently. The former
include encoded mechanical arms, optical ego-motion tracking, and the ShapeTapeTM

device. This ability separates the systems into those that are flexible enough to be used
in a variety of procedure types and those that are limited to certain procedures, usually
requiring patient immobilization. This flexibility is the main reason for the current
dominance of optical and electromagnetic tracking systems in medical applications.

To understand the factors contributing to the widespread acceptance of optical and
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electromagnetic tracking we will first define the ideal tracking system for IGP and then
describe the different technologies as they relate to this ideal system. Following [268],
the ideal tracking system is defined as:

• Small: an unobtrusive system.

• Complete: estimates all six degrees of freedom.

• Accurate: resolution less than 1mm and 0.1o.

• Fast: refresh rate of 1,000Hz with a latency of less than 1ms, regardless of the
number of deployed sensors.

• Concurrent: tracks up to 100 objects concurrently.

• Line of sight: does not require line of sight.

• Robust: not affected by the environment (light, sound, magnetic fields, etc.).

• Working volume: has an effective work volume of 53m (room sized).

• Wireless: sensors are wireless and can function for several hours.

• Inexpensive.

Encoded mechanical arms have been used mostly in neurosurgical procedures, where the
patients head is traditionally restrained [203, 227]. These devices are large and rather
cumbersome. The pose of the object of interest is estimated with sufficient accuracy and
refresh rates for medical procedures. The main drawbacks of using a mechanical arm are
that only a single object can be tracked at a time and that these systems can be awkward
and time consuming to use. These drawbacks can be traced to their original intended
use as portable coordinate measuring machines. The devices do not require line of sight,
they are robust to environmental changes, and have sufficient work volumes for most
medical procedures. This system type is inherently wired, as the tool pose at the end
of the device is computed from the knowledge of joint parameters and link lengths. A
recent comparison between an optical tracking system (FlashPoint 5000) and mechanical
tracking system (FAROArm) [154], found that their performance is comparable, but that
the optical system is more appropriate for intra-operative use due to ergonomic issues
and the need for patient fixation when using the mechanical arm.

Optical ego-motion (self-motion) tracking utilizes video to compute camera motion [26,
51, 170]. This technology has been used in endoscopy-based navigation systems, al-
though any tool that is rigidly attached to a camera can use the technique, once the
camera to tool transformation is computed (i.e. hand eye calibration). As this approach
requires that a camera be attached to every tool it is best suited for endoscopic pro-
cedures where a camera is already in use. The tracking is thus unobtrusive as it uses
already available data. The systems are able to estimate all six degrees of freedom with
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accuracy dependent on the image content. In the case of uniform image content tracking
is not possible, although this is rarely the case. An important assumption of all tracking
systems is that all object motions are rigid, which is not always true since anatomical
structures can deform, particularly soft tissue organs. As ego-motion systems depend
on this assumption images where the anatomy is deforming will result in inaccurate
tracking.

The ShapeTapeTM is a unique device that uses fiber optic technology to estimate the
location and orientation along its length [186]. The tape is attached to a structure and
tracks the shape of the structure as it moves. It is relatively unobtrusive, with accuracy
dependent upon the tape length. Object poses are computed at real-time rates, but it
can only report on a single object at a time. The work volume depends on the tape
length and is related inversely to accuracy. The tape can either be connected directly
to the data acquisition system or via a wireless connection.

Optical tracking systems use camera rigs to track fiducial markers that are attached
to the instrument or anatomical structure of interest [248, 285]. Camera rig sizes vary,
with the extremes being the large Optotrak (1126x200x161mm) and the small Micron-
Tracker2 (172x57x57mm) systems (Figure 5(a) and (b)). Fiducials include infrared light
emitting diodes (IREDs) (e.g. FlashPoint 5000), reflective fiducials that are illuminated
with infrared light (e.g. Polaris), and markers that exhibit high contrast in the visi-
ble spectrum (e.g. MicronTracker2). To estimate object pose at least three fiducials
are required. Fiducial localization accuracy is sub-millimetric for all optical systems,
although the accuracy at the tip of an instrument varies according to the fiducial config-
uration [271]. All systems provide real-time refresh rates that are sufficient for medical
procedures, and can concurrently track multiple objects. Their main drawback is the
line of sight requirement. This limits their use to rigid instruments, and can also be
cumbersome as the line of sight can be inadvertently occluded by hospital personnel
during the procedure. Their performance is robust with regard to the environment,
and they provide sufficient working volumes for most medical procedures. Systems are
either wired, using IREDs, or wireless, using IREDs, reflective fiducials or marker pat-
terns. Wireless systems are usually preferred as they are less cumbersome. However
wireless systems require that a unique fiducial configuration be associated with every
tool, which is not necessary when using a wired system.

Electromagnetic tracking systems consist of a transmitter (field generator) and sensor
coils that can be embedded into the tracked objects [11, 18] (Figure 5(c)). Transmit-
ter sizes are small (e.g. microBird 96x96x96mm), and receiver sensors have diameters
in the range of 1mm, making it possible to embed them into small tools. Two types
of sensors are available, 6D sensors, that estimate all pose parameters and 5D sensors
that estimate all parameters except rotation around the long axis of the coil. Sensor
localization and orientation accuracies are in the 1mm and 0.5o ranges. Refresh rates
are sufficient for most medical procedures with multiple objects tracked concurrently.
The main attraction of electromagnetic tracking is that no line of sight is required.
This enables the system to track instruments inside the body, without the rigid instru-
ment constraint associated with optical tracking. Dependent on the required accuracy
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Figure 5: Tracking systems, optical: (a) Optotrak Certus (Northern Digital Inc., Wa-
terloo ON, Canada), (b) MicronTracker2 (courtesy Claron Technology Inc., Toronto
ON, Canada); and electromagnetic: (c) Aurora (Northern Digital Inc., Waterloo ON,
Canada)

flexible instruments can be tracked by either embedding multiple sensors into them,
or only tracking the tip as it advances inside the body. The main drawback of these
systems is that their accuracy degrades in the presence of metallic objects that distort
the magnetic field. This issue has drawn much attention, both from manufacturers and
users. Manufacturers have strived to make their systems ”metal immune” with some
recent success, as evident when comparing older accuracy evaluations [17, 105] to more
recent ones [106, 220]. Users have also addressed this issue by developing a variety
of in-situ correction schemes [125, 178, 280, 38] using mechanical devices, robots, and
optical tracking systems to establish ground truth. It should be noted that all in-situ
correction schemes assume that the environment does not change between calibration
time and procedure time, an invalid assumption if distortion inducing surgical tools are
being used. An additional drawback of electromagnetic tracking systems is that they are
wired, although this has recently changed with the introduction of the wireless system
from Calypso Medical Technologies Inc. (Seattle WA, USA) [188, 286].

Ultrasonic systems work by attaching emitters, sound point sources, to the objects,
and using the time of flight between source and a number of detectors to estimate the
location of the source [72, 205]. The systems are unobtrusive, and compute object pose
with sufficient accuracy for medical applications. Unfortunately, this approach requires
that a single emitter fires at a time, and that there be a time delay between them in
order for their location to be estimated. This is why reliable pose estimation is mostly
limited to static objects. Multiple objects can be tracked concurrently, but the single
emitter at a time constraint sets hard limits on the object motions. In addition to
these constraints these systems also impose the line of sight constraint between emitters
and detectors. Work volumes are sufficient for medical procedures, and the systems are
wireless. However, ultrasonic systems are rarely used in image-guided systems.
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3.6 Human Computer Interaction (HCI)

We divide the technologies associated with HCI into two categories: interaction tech-
niques and information presentation. Early IGP systems did not place much emphasis
on HCI. User input was based on using the standard keyboard and mouse and infor-
mation was presented on standard computer monitors using the traditional anatomical
representations of axial, sagittal, and coronal volume slices. While this approach may
be acceptable for the pre and post operative stages it is problematic for intra-operative
use. Intra-operatively it is difficult for the physician to interact directly with the sys-
tem [262]. The keyboard and mouse cannot be sterilized, and even if it were possible
to sterilize them they are too cumbersome for use in the the crowded environment near
the patient. In addition, the use of a standard monitor to display information results
in perceptual discontinuity as the physician’s focus must alternate between patient and
display. Finally, we note that the use of standard anatomical views is not optimal for
all interventions.

For IGP systems to gain wider use the physician must be able to directly interact with
the system without having to use a keyboard or mouse. Several approaches to achieve
this goal exist including touch screens, trigger like input devices such as foot switches,
tracked virtual keypads, speech recognition systems, and computer vision based gesture
recognition techniques. Speech and gesture recognition techniques are currently in lim-
ited use due to safety issues, as their input is based on recognition algorithms which
currently do not guarantee 100% recognition rate under the conditions found in the
operating room.

Touch screens replace the keyboard and mouse by integrating their functionality into
the display. The screen is covered with a sterile drape allowing the physician to touch
it during the procedure. While this approach provides a means for complex interaction,
it requires that the screen be placed near the physician, which can be difficult in the
crowded procedure room.

Binary input devices such as foot switches and tool embedded switches function as event
triggers. Although they do not enable complex interactions, they provide sufficient
control in many situations. A common situation that requires this type of interaction
is the acquisition of data from external devices at a specific point in time, for instance,
point acquisition for intra-operative registration. In this situation, the physician uses a
tracked probe to acquire point locations. As the probe is continuously tracked, triggering
an event notifies the system that it should acquire the current point. Similarly, the
system can be notified that an intra-operative image has been acquired by an imaging
device and that it should be uploaded.

The tracked virtual keypad [262] addresses the two issues precluding the intra-operative
use of keyboard and mouse as it is sterilizable and relatively unobtrusive. The keypad
itself (Figure 6) can be customized on a per-procedure basis so that the virtual keys rep-
resent only the commands that are relevant for that procedure. This approach encodes
all the relevant interaction into a minimal form factor. Additionally, as key-press events
are generated based on the proximity of a tracked tool to the virtual key location, any
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Figure 6: Virtual, tracked, keypad (courtesy N. Glossop, Traxtal technologies).

tracked tool can be used to activate the commands.

Speech recognition systems provide the same functionality as the virtual keypad [262].
They are either user dependent [262, 218], requiring training per user, or user indepen-
dent. Although user dependence is usually viewed as a deficiency, in IGP it can be viewed
as an additional safety measure, ensuring that actions are performed only if a specific
physician gives the command [262]. Additionally, to ensure that commands are only
invoked intentionally, use of a keyword to prime the system before issuing commands is
possible [130].

Computer vision based gesture recognition techniques aim at providing direct and in-
tuitive interaction between users and machines [2, 191, 197, 281]. Gestures are either
communicative or manipulative [197] and can be classified as dynamic, motion based, or
static, pose based. Although these systems show great promise, they are still not robust
enough for use in most IGP systems. To achieve widespread use these techniques must
achieve a recognition rate of 100% using images exhibiting lighting changes and clutter,
both of which are inherent to the interventional environment. Currently, we are only
aware of a single system that uses vision based gesture recognition for computer aided
interventions [182]. Dynamic face-based gestures are used to guide a robot holding a
laparoscope, based on tracking of the location of the physicians’ eyes or a marker on
the surgical cap. To achieve robustness the physician faces the camera head on, and the
camera is adjusted so that the physicians’ face is at the image center. This approach
alleviates most of difficulties associated with a general setup, and is possible because it
does not deviate from the current surgical practice where the physician is facing a moni-
tor head on. In addition, to ensure safety a priming gesture is required before command
gestures are issued.
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Figure 7: The common, quadrant based, IGP information display. Axial, sagittal, and
coronal, views displayed head on and a 3D view.

Currently, the majority of IGP systems use standard computer monitors for display, and
a four quadrant based data presentation. Three of the quadrants are used to display
axial, sagittal and coronal views, and the fourth quadrant provides a 3D rendering
of the anatomy (Figure 7). The main reasons for using this approach are that it is
applicable to a wide variety of procedures and that physicians are used to these standard
cross-sectional views. Other options for presenting the same information exist, with the
most straightforward one displaying the axial, sagittal and coronal, views in their actual
spatial locations as shown in Figure 8. A recent human factors study [251] determined
that this combined 2D/3D information presentation is more effective than strict 2D or
3D guidance for non-experts performing spatial tasks. It is not clear if these results
are directly applicable in the context of IGP as physicians are trained to infer spatial
relationships based solely on 2D images.

The main disadvantage of this approach stems from the use of standard monitors as
the display device. Information is displayed away from the interventional site, leading
physicians to either divide their attention between the patient and display, or focus all
their attention on the display. In the latter case, the physician is relying solely on tactile
feedback to indicate that the displayed information is erroneous.

Several systems and devices for in-situ information display have been proposed. These
include miniature LCD screens, stereo operating microscopes and binoculars, stereo-
scopic head mounted displays (HMD), and translucent displays. The main differences
between these displays are in their level of obtrusiveness on current practice and their
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Figure 8: Axial, sagittal and coronal views displayed in their actual spatial locations.

system requirements (e.g. some require a tracking system).

Miniature LCD displays are a natural extension of the current display approach. Using a
small screen allows the physician to place it next to the interventional site. Information
is displayed either in a standard manner [152, 28], or when combined with a tracking
system, according to the spatial relationship between display and patient [267] or tool
and patient [152]. The main advantage of this approach arises from the use of a small
screen which is also its main disadvantage. The amount of information that can be con-
veyed on the screen is limited. This is why these devices are usually used in conjunction
with a standard display. Guidance information is usually conveyed via symbolic graphic
representations (e.g. gauges, cross-hairs), although display of the image data is also
possible.

Stereo augmented operating microscopes [57] and binoculars [19] overlay anatomical
information onto the images viewed through the oculars. These are non-obtrusive aug-
mented reality systems based on optical devices that are currently used in neurosurgical
procedures. Internal anatomical structures are overlayed onto the optical images creat-
ing the illusion of a transparent object surface, with the goal of creating accurate depth
perception. Unfortunately, depth perception is a subjective aspect of these systems and
may not always be achievable [109]. Depth perception is effected by the choice of virtual
object rendering method (e.g. wireframe, solid) and the real and virtual image compo-
sition method. In addition, non-subjective proximity queuing is possible by linking the
rendering and composition methods to tool proximity [19]. An additional aspect of this
approach is that it requires a tracking system, as the location and orientation of the
patient and optical instrument must be known at all times.

Stereoscopic head mounted displays provide similar functionality and have been pro-
posed for procedures where the physician currently uses a standard monitor to view
interventional images. These type of systems have been developed for ultrasound guided
biopsies [214, 123], and laparoscopic procedures [73]. Images from a pair of video cameras
that are built into the head mounted display are overlayed with rendered images of the
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system type medical imaging and data segmentation registration tracking HCI
image processing visualization systems

Tomographic image
overlay systems

√ √ √
Fluoroscopic X-ray

systems
√ √ √ √

CT/MR based
systems

√ √ \√ \√ √ √
Video based augmented

reality systems
√ √ √ √ √ √

Table 3: Reviewed IGP systems and the technical components they incorporate.

internal anatomical structures, and the composite image is displayed. Unlike operating
microscopes and binoculars, head mounted displays are intrusive, significantly changing
current medical practice. This is why these systems need to provide a significant benefit
if they are to be adopted as an in-situ display method. In addition, these systems also
require tracking of the patient and HMD poses.

Translucent displays utilize semi-transparent mirrors to enable simultaneous viewing
of patient and internal anatomical structures. Images of the internal structures are
displayed on a monitor such that their reflection in a semi-transparent mirror coincides
with the patient location as viewed through it. Two types of systems utilizing this
approach have been proposed: a system using volumetric information and stereo to
create depth perception [23], and systems that show a single tomographic image at a
time [234, 32, 155, 65]. The former system requires the physician to wear stereo glasses
and uses a tracking system, so that the location of the patient and the physician’s eyes
are known at all times. This approach is rather intrusive, and the authors conclude
that a better design would be akin to a surgical microscope, similar to the the systems
described above. The latter type of system employ a single image at a time, creating
the illusion that the CT slice [155, 65], MR slice [67], or ultrasound image [234, 32] are
floating inside the patient, coincident with the imaging plane. Although this approach
does not provide depth perception, it is applicable to a large number of procedures,
mainly needle based, where in-plane views are sufficient. This approach is relatively
non-intrusive and does not require tracking which makes it particulary attractive cost
wise.

4 Systems

The following sections review existing IGP systems in order of increasing complexity,
where complexity is defined as the number of technical elements incorporated into the
system. Table 3 presents the reviewed IGP systems and the technical components they
incorporate. An interesting aspect of IGP is that increasing complexity does not coincide
with the chronological order of appearance. Most notably video-based augmented reality,
preceded both tomographic image overlay and fluoroscopic X-ray systems, both of which
are less complex systems.

27



4.1 Tomographic image overlay systems (navigation using 2D
tomographic images)

Tomographic image overlay systems provide guidance using a novel image display ap-
proach incorporating semi-transparent mirrors. These are research systems which are
currently not available commercially. This approach has been used for real-time display
of US images as described in [234] and for display of CT [65] and MR [67] images as
shown in Figure 9. A monitor and a semi-transparent mirror are positioned so that when
the physician views the patient through the mirror the reflection of the image from the
monitor appears to float inside the patient. These systems are most suitable for needle
based procedures where navigation on a single tomographic slice is sufficient.

System operation involves a single calibration step where the scaling and orientation
parameters of the displayed image are computed so that its reflection in the mirror is
physically accurate. Calibration is valid as long as the relationship between the mirror,
monitor, and imaging device (US probe or CT gantry) is fixed. Intrinsic system accuracy
is only dependent on the geometric accuracy of the images and the accuracy of the
calibration procedure. The systems are low cost and relatively unobtrusive, with all
hardware mounted directly onto the imaging devices. The procedure workflow remains
the same, with no additional system related requirements (Figure 10).

Tomographic image overlay systems can potentially lead to improved outcomes in many
needle based interventions since these systems bridge the perceptual discontinuity be-
tween the patient and the imaging monitor present in current practice. With this new
approach the physician’s attention is focused only on the interventional site, and there
is no need to alternate between the screen and the patient.

4.2 Fluoroscopic X-ray systems (navigation using 2D projec-
tive images)

Fluoroscopic X-ray systems, also known as virtual fluoroscopy, replace the frequent use
of C-arm fluoroscopic X-ray imaging with a fixed set of X-ray images and dynamic, real-
time, projections of tool representations onto the images [71, 99]. An example screenshot
from the Medtronic system is shown in Figure 11. This approach is equivalent to con-
tinuous imaging from multiple directions without the radiation. As no pre-operative
imaging is involved these systems are primarily used for procedures that involve only
qualitative planning, or when immediate intervention is required (i.e. trauma). In addi-
tion, all objects are assumed to be rigid and are either dynamically tracked using optical
tracking or immobilized. These systems were readily accepted by the orthopedics com-
munity as their workflow only deviates slightly from current practice, requiring minimal
training.

The system workflow is presented in Figure 12 and is as follows. Intra-operatively a
calibration target is mounted to the image intensifier of the C-arm. All surgical tools
and the C-arm are fitted with dynamic reference frames, with the C-arm’s reference
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Figure 11: Screenshot of the Medtronic Fluoronavr virtual fluoroscopy system. A tool
and its virtual extension are projected onto the image set.

frame usually incorporated into the calibration target structure. The anatomy is either
fitted with a reference frame or immobilized. The optical tracking system is positioned
appropriately to accommodate the line of site restriction. The tools are then calibrated,
that is, the rigid transformation between the tool coordinate system and the dynamic
reference frame is estimated. Fluoroscopic images of the anatomy are acquired and
the C-arm is calibrated for each image, estimating image distortions and projection
parameters. The physician then formulates a surgical plan from the images and carries
it out with the aid of the system. The tools are dynamically tracked and projected onto
the images. When the relationship between anatomical structures changes new images
can be acquired and the plan modified accordingly.

The potential benefits of this type of system are threefold: (1) improved outcomes in
existing interventions; (2) reduced radiation exposure; and (3) enabling new types of
interventions. Improved outcomes are possible as the system replaces intermittent guid-
ance based on X-ray images with continuous multi-view guidance. Radiation exposure
to the patient and physician is lowered as the number of acquired X-ray images is con-
siderably less than in current practice. Finally, new percutaneous interventions that
were previously considered impractical due to the expected amount of imaging are now
possible, as the system provides continuous radiation-free guidance.

The main disadvantages of this approach are twofold: it is somewhat obtrusive, and
the guidance is based on 2D images. The use of optical tracking may require the O.R.
staff to modify their behavior so that an unobstructed line of sight between the tracked
instruments and the tracking system’s cameras is always available. Additionally, as
guidance is based on 2D X-ray images the physician has to mentally reconstruct the
underlying 3D anatomical structures, which is a hard task.
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Figure 12: Workflow for virtual fluoroscopy navigation systems.

Virtual fluoroscopy systems are currently available from several commercial vendors and
have been applied mainly in the field of orthopedics. Example applications include
femoral neck fractures [113], femoral and tibial shaft fractures [236, 94], pelvic frac-
tures [174], total knee arthroplasty [260], spinal surgery [75, 101, 183], and removal of
gunshot and shrapnel [175].

4.3 CT and MR based systems (navigation using 3D images)

CT and MR-based systems replace the use of stereotactic frames with dynamic, real-
time, three-dimensional views of anatomical structures and surgical tools. These systems
require that all tools be fitted with reference frames so that they can be tracked in
real-time, with the exception of endoscopic systems that use ego-motion tracking (see
section 3.5). Anatomical structures are either fitted with a dynamic reference frame
and tracked, or immobilized. Most systems display the information using the quadrant
view as described in section 3.6, although surface rendered structures in conjunction
with volume re-slicing may be a more appropriate visualization technique for specific
procedures [212]. These systems are commercially available for procedures involving
rigid anatomical structures. Several research systems extend this ability to deal with
deformations such as those exhibited by brain shift. These extensions replace rigid
registration with deformable registration (see section 3.4) and usually assume that once
the brain is registered it is stationary, although in practice brain pulsation (motion due to
the cardiac cycle) is always present [62]. This approach has been extended to deformable
and non-stationary structures in [22], which deals with motion and deformation of the
liver throughout the respiratory cycle.

The potential benefits of this type of system are similar to those of virtual fluoroscopy:
improved outcomes in existing interventions, reduced radiation exposure in procedures
that use intra-operative X-ray imaging, and enabling new types of interventions by
providing accurate guidance that is currently not available via intra-operative imaging.

The main disadvantages of this approach are that it requires the acquisition of a volu-
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metric data set which in current practice is not always acquired, and that the workflow
deviates significantly from conventional practice.

We divide CT/MR systems into four main subcategories according to the registration
method used: (1) contact fiducial-based; (2) contact anatomy-based; (3) image based;
and (4) no registration. Systems that employ various combinations of fiducials, anatom-
ical landmarks, and images for registration exist, but are not reviewed herein.

CT/MR systems, contact fiducial-based registration

CT and MR-based systems utilizing contact fiducial-based registration have been in use
for over a decade. These systems usually incorporate all of the IGP components reviewed
above: imaging, visualization, segmentation, registration, tracking, and user interaction.
A typical system workflow is presented in Figure 13(a) and is as follows. Pre-operatively
fiducials are placed on the patient and a volumetric data set is acquired. The choice
of fiducial type is based upon the required registration accuracy. High risk procedures
usually use invasive fiducials that are surgically fixed to the anatomical structure, while
lower risk procedures that can accommodate larger registration errors may use adhesive
skin markers. Once the volumetric data set is acquired a plan is formulated by the
physician. This may require segmentation of the data, or more often the segmentation
is implicit. Finally, fiducial locations in the volumetric data set are identified, either
manually or semi-automatically. Intra-operatively, the tracking system is positioned
in place and the tools are fitted with reference frames, and calibrated. The anatomy
is either fitted with a reference frame or possibly immobilized. Fiducial locations are
identified and matched with their location in the volumetric data set. Identification
of fiducial location is done by touching a tracked calibrated probe to each fiducial or
in some cases the tracking system can automatically identify the fiducials. Once the
pre-operative and intra-operative fiducial locations are known, paired point registration
is performed. All tool and anatomical structure locations are then transferred to the
same coordinate system and displayed on screen. During the procedure the display is
continuously updated based on the tracked tools and anatomy locations.

These systems are available from several research laboratories and commercial vendors.
They have been used in a variety of neurosurgical procedures [85, 160] including biopsies,
tumor resections, skull based surgery, and more recently for deep brain stimulation [100].
In orthopedics these systems have been employed in a variety of procedures [53, 184]
including pedicle screw insertion, total knee replacement, and total hip replacement.
In maxillofacial surgery they have been applied to insertion of dental implants [20, 29,
30, 166], with the commercial systems providing automatic fiducial based registration,
dispensing with manual intra-operative fiducial digitization. These systems have also
been used in endoscopic sinus and spine surgeries [223, 158], and sinus and skull base
surgeries [165, 187, 277].

CT/MR systems, contact anatomy-based registration

CT and MR based systems utilizing contact anatomy-based registration are an im-
mediate extension of fiducial-based systems. Fiducials are replaced with anatomical
landmarks and a surface representation of the anatomy. The system workflow is pre-
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sented in Figure 13(b) and is as follows. Pre-operatively, a volumetric data set is ac-
quired. The surface of the anatomical structure is then segmented from this data and
anatomical landmarks are identified. The procedure is then planned by the physician.
Intra-operatively, the workflow proceeds as outlined above with the only difference being
that the physician digitizes the anatomical landmarks and surface points instead of the
fiducials. Paired point registration using the anatomical landmarks serves as an initial
transformation estimate for iterative estimation based on the digitized surface points.
While this approach is less invasive than surgically placed fiducials it is highly dependent
on the accuracy of the segmentation, point acquisition and the registration algorithm.
Once registration is performed the procedure proceeds exactly as described above.

These systems are also available from several research laboratories and from commercial
vendors. They have been used in a variety of orthopedic procedures including total hip
replacement [274], total knee arthroplasty [10], distal radius osteotomy [45], periacetab-
ular osteotomy [159], and various spinal surgeries [33, 75, 101]. In ENT surgery these
system have been used for sinus and skull base surgery [165, 187, 277]. More recently,
this system type was applied to bronchoscopic biopsies of peripheral lung lesions [11],
with airway bifurcations serving as anatomical landmarks.

CT/MR systems, image based registration

CT/MR based systems utilizing image-based registration provide non-invasive registra-
tion, replacing contact based point acquisitions with images of the anatomical structures.
This approach is potentially faster than the previous registration approaches, replacing
repeated manual point acquisition with image acquisition. In addition it is less vari-
able and prone to human-error as it does not involve manual acquisition of anatomical
landmarks and surface points which are physician dependent [211].

The system workflow is presented in Figure 13(c) and is as follows. Pre-operatively, a
volumetric data set is acquired. Depending upon the registration approach, intensity,
geometry or hybrid, features are extracted from the data. These can be the anatomical
surfaces, volume gradients or the original intensities (see section 3.4). The procedure
is then planned by the physician. Intra-operatively, the workflow proceeds as outlined
for contact fiducial-based systems where fiducial digitization is replaced by camera cal-
ibration and image acquisition. The camera is either calibrated once or in the case
of fluoroscopic X-rays it is calibrated per-image. Images of the anatomical structure
are then acquired and depending upon the registration approach features are extracted.
Again these are contours, gradients or the original intensities. Finally, the pre-operative
image data is registered to the intra-operative data. Once registration is performed the
procedure proceeds exactly as in the previously described systems.

These systems are available from several research laboratories and have only recently
been commercialized. The commercial products are primarily targeted towards spine
surgery, registering pre-operative CT images using intra-operative fluoroscopic X-rays [50],
although they have also been used for hip surgery [90]. Endoscopic systems that utilize
this approach have been reported in [26] and [170, 171]. Currently, these are research
systems that have not been used in clinical practice.

33



CT/MR systems, no registration

CT/MR based systems that do not require registration are based on the acquisition of
intra-operative volumetric data sets. The imaging modalities are either interventional
MRI or C-arm CT’s. The images, patient, and tracking system are intrinsically reg-
istered, as the relationship between the tracking and imaging systems is known. This
approach reduces the operating time as registration is immediate. In addition, updated
volumetric data sets can be acquired throughout the procedure, reflecting changes in the
anatomical structures. This approach has two main deficiencies: image quality is lower
than that of diagnostic CT and MR machines, and there is no transfer of a quantitative
pre-operative plan to the intra-operative stage (i.e. no registration). This is why this
approach is most suitable for procedures that do not require extensive planning.

The system workflow is presented in Figure 13(d) and is as follows. Intra-operatively,
tools are fitted with reference frames and calibrated. The anatomy is either fitted with
a reference frame or possibly immobilized. Volumetric images are acquired and the
physician formulates a plan and acts upon it. As no explicit registration is acquired
the physician can immediately start navigating. If at any time during the procedure
the physician judges that the images no longer accurately represent the intra-operative
situation, new images are acquired.

These systems are available from several research laboratories and from commercial
vendors. They have mainly been used in neurosurgery and orthopedics for a variety of
procedures including, brain biopsies [172], craniotomies [88], and surgical procedures in
the pelvis [86], talus [86, 207], and spine [75, 86, 101, 104, 261]. Initial evaluations of
the C-arm CT based approach for ENT surgery have recently been reported in [255]
and [198].

4.4 Video based augmented reality systems (navigation using
2D projective images)

Video-based augmented reality systems provide guidance by overlaying the video imagery
with information about the anatomical structures and tools that are underneath the
visible surface. These systems require that all tools be fitted with reference frames
so that they can be tracked in real-time. Anatomical structures are either fitted with
a dynamic reference frame and tracked, or immobilized. These systems combine all
the technical aspects of virtual fluoroscopy systems and MR/CT based systems. Most
notably, navigation is based on 2D projective images, similar to virtual fluoroscopy, but
registration is a requirement, similar to CT/MR based systems. Information is displayed
either on a screen or directly into an optical device used to view the anatomy. The
display used is closely tied to current medical practice. If the anatomy is already viewed
through an optical device (e.g. operating microscope), then injecting the additional
information into the field of view is natural. If, on the other hand, the anatomy is viewed
directly, either a head-mounted display or a screen is used. As navigation is based on 2D
projective images, conveying depth information is an issue. If the images are displayed
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Figure 13: Workflow for CT/MR navigation systems (a) contact fiducial-based reg-
istration (b) contact anatomy-based registration (c) image-based registration (d) no
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on a standard screen, all depth information is implicit and the physician must mentally
recreate the underlying spatial structures. If images are displayed stereoscopically depth
information is available explicitly.

The system workflow is a combination of the workflows for fluoroscopic X-ray systems
and CT/MR based systems. We limit our description here to systems employing contact
fiducial-based registration. All other registration approaches used by CT/MR systems
are also applicable, leading to similar workflow combinations. Figure 14 presents the
workflow which is described next. Pre-operatively, fiducials are placed on the patient
and a volumetric data set is acquired. The volume is segmented and the physician
formulates a plan. Finally, fiducial locations in the volumetric data set are identified.
Intra-operatively, the tracking system is positioned in place and the tools and cameras
are fitted with reference frames. The anatomy is either fitted with a reference frame or
possibly immobilized. Fiducials are digitized by touching them with a calibrated probe,
paired with their location in the volumetric data set, and the rigid transformation is
computed. Up to this point, the workflow is the same as a CT/MR based system, and
from this point the workflow mimics a fluoroscopic X-ray system. The cameras are
now calibrated and navigation can begin. Tools, cameras, and anatomical structures
can freely move relative to each other as they are continuously tracked. Video images
are acquired continuously and representations of the anatomical structures and tools
are projected onto them. These are usually surface models of anatomical structures
and tools that are projected onto the images either as semi-transparent, wire-frame, or
opaque objects.

The potential benefits of this type of system are similar to those of the previous systems:
improved outcomes in existing interventions, and enabling new types of interventions by
providing accurate guidance that is currently not available via intra-operative imaging.

This approach has several disadvantages, most noticeably, conventional procedure work-
flow changes considerably, requiring both calibration of optical devices and registration
of anatomical structures. Additional disadvantages stem from the use of projective im-
ages for navigation and the different approaches to their display. Systems that inject
information into the field of view of an optical device are either limited to procedures
that already use the device (e.g. operating binoculars) or require the introduction of
an optical device (e.g. head mounted display) which may be considered too obtrusive.
On the other hand, systems that display images using a standard screen do not provide
explicit depth information of the overlayed structures.

These systems are available from several research laboratories, but have not transitioned
into commercial products. Systems utilizing stereoscopic displays have been developed
for breast biopsies [214], and for neurosurgical procedures [19, 66, 57]. Systems utilizing
screen-based display have been developed for neurosurgical procedures [84] and more
recently for radio frequency ablation of liver tumors [180, 181].
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5 Discussion

From this review it is clear that current IGP systems still assume that anatomical
structures are rigid objects, perhaps with the exception of systems that compensate for
brain shift. While this is a limitation, in practice there are many procedures where this
assumption is valid. Another, less obvious limitation has to do with the display of the
anatomical structures. Systems that treat images as a single object, deferring the task of
segmentation to the physician, are not only limited to rigid motion but also assume that
all anatomical structures have the same motion. If during the procedure the relative pose
of the structures changes the images are no longer valid. Example systems exhibiting this
behavior are CT/MR systems which use image re-slicing as their display method and
fluoroscopic X-ray systems. Overcoming this limitation requires either segmentation
of the images, enabling independent rendering of separate anatomical structures, or
continuously acquiring updated images. The later solution is not optimal if the imaging
involves ionizing radiation which is the case with fluoroscopic X-ray systems. Ad-hoc
solutions to this problem exist such as selective use of the guidance information, ignoring
parts of the image data which are known to have changed [176], but more generally
applicable solutions are needed.

Among the systems described above the most successful and widely used are CT/MR
systems using contact anatomy and fiducial based registration and fluoroscopic X-ray
systems. To understand why these specific systems have gained acceptance we look at
their use of the technologies described in section 3.

The imaging required by both systems is the same as in current practice. Data visu-
alization in CT/MR systems is done by surface rendering and volume re-slicing which
are the simplest forms of visualization. In the case of fluoroscopic X-ray systems the
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images are displayed exactly as in current practice, with the only difference being that
they are automatically corrected for geometric distortion. Segmentation in CT/MR sys-
tems is usually limited to bone surfaces extracted via thresholding and is performed
pre-operatively. Fluoroscopic X-ray systems do not incorporate segmentation. Registra-
tion in CT/MR systems is performed by digitizing anatomical landmarks and surface
points using a tracked calibrated probe and rigidly aligning them to the segmented sur-
face. Fluoroscopic X-ray systems are registration-less. Tracking in both systems types
is usually based on optical systems and rigid tools and anatomical structures. Finally,
interaction with both system types is based on the use of touch screens, foot pedals, or
a virtual keyboard. Information is displayed on standard screens with CT/MR systems
using conventional axial, sagittal, and coronal views with an additional 3D view with
tools displayed in each of the views. Fluoroscopic X-ray systems display the images
exactly as in conventional fluoroscopy with the tracked tools projected onto the images.

From the preceding paragraph it is clear that the main reasons for the acceptance of
these specific systems is that their workflow and behavior are close to current clinical
practice. Technically they employ mature technologies, using the simplest possible so-
lutions. The workflow is constrained so that the number of possible actions at any step
during the procedure is limited. Finally, the intra-operative overhead of using these
systems is minimal. Setting up the system only involves positioning the tracking system
and mounting dynamic reference frames onto tools and anatomical structures. In the
case of contact-based CT/MR systems there is also an additional registration step which
can still be a bottleneck in the procedure flow, as the physicians repeatedly perform reg-
istration until the resulting error is sufficient for their purposes. We expect this problem
will be solved in the near future using image-based registration methods that are robust
and fast enough for intra-operative use.

Currently, IGP research is turning its focus to procedures involving soft tissue, depart-
ing from the rigid body assumption. These procedures deal with structures that can
deform between the different procedure steps (e.g. prostate), or throughout them (e.g.
liver). Continuous deformations throughout a procedure usually arise from the cyclic
respiratory and cardiac motions. One growing area of research that aims at addressing
this is the development of patient specific models of organ motion and deformation.

This departure from the rigid body assumption effects most components of the IGP
systems. Volumetric imaging needs to be extended to incorporate time, yielding 4D
data sets. As volumetric data sets are acquired using a slice based approach, account-
ing for deformations due to respiratory/cardiac motion is based on monitoring these
signals. Images are either acquired in a gated manner [275] or retrospectively sorted
according to their location in the respiratory/cardiac cycle [121]. Intra-operatively one
suitable modality for soft tissue imaging is US or real-time 3D-US, which is now becom-
ing available. As this modality is real-time and non-ionizing it is suitable for continuous
monitoring. Visualization can be performed using currently available techniques to ren-
der the time varying volumetric data, although direct volume rendering methods will
probably not provide sufficient rendering rates. Segmentation of these sets of volumes
using a fully manual approach is not an option. On the other hand formulating segmen-
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tation as a registration task for this type of data is natural. One volumetric data set is
segmented, possibly manually, and this segmentation is propagated to the other volumes
via registration. Registration needs include the development of fast deformable registra-
tion algorithms. When dealing with stationary anatomical structures that only deform
between procedure steps faster variants of current deformable registration methods may
suffice, but this is not the case when the motion and deformations are continuous. In
this case registration and tracking are intertwined. Determining the location and shape
of the anatomical structures based solely on currently available intra-operative informa-
tion is an ill-posed problem. Additional constraints derived from patient specific models
of motion and deformation are needed. This model-based approach has been recently
used to estimate internal tumor motion based on skin marker tracking and intermittent
X-ray imaging [222], and for assessing the motion and deformation of the liver using US
imaging [22].

Finally, as the motivation underlying the development of IGP systems is to provide
better healthcare it seems appropriate to look at the impact of IGP systems on current
medical practice. At this time it is still not clear. Most clinical studies tend to favor IGP
systems over the traditional approach as described in [55, 200, 206]. They conclude that
IGP systems provide better or equivalent accuracy to that found in current practice, in
addition to reducing radiation exposure in procedures that employ X-ray imaging. On
the other hand some studies [230] conclude that while the accuracy of IGP systems is
equivalent to conventional practice, their cost related overhead is too high. Therefore,
it is important for IGP researchers to work closely with clinical partners to ensure the
technology we develop will ultimately benefit patient care.
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[86] P. A. Grützner, A. Hebecker, H. Waelti, B. Vock, L. P. Nolte, and A. Wentzensen.
Clinical study for registration-free 3D-navigation with the SIREMOBIL Iso-C3D
mobile c-arm. electro medica (siemens), 71(1), 2003.
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